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ABSTRACT 

Image segmentation and registration have been the two major areas of research in the medical imaging community for 

decades and still are. In the context of radiation oncology, segmentation and registration methods are widely used for 

target structure definition such as prostate or head and neck lymph node areas. In the past two years, 45% of all articles 

published in the most important medical imaging journals and conferences have presented either segmentation or 

registration methods. In the literature, both categories are treated rather separately even though they have much in 

common. Registration techniques are used to solve segmentation tasks (e.g. atlas based methods) and vice versa (e.g. 

segmentation of structures used in a landmark based registration). 

This article reviews the literature on image segmentation methods by introducing a novel taxonomy based on the amount 

of shape knowledge being incorporated in the segmentation process. 

Based on that, we argue that all global shape prior segmentation methods are identical to image registration methods and 

that such methods thus cannot be characterized as either image segmentation or registration methods. Therefore we 

propose a new class of methods that are able solve both segmentation and registration tasks. We call it regmentation.  

Quantified on a survey of the current state of the art medical imaging literature, it turns out that 25% of the methods are 

pure registration methods, 46% are pure segmentation methods and 29% are regmentation methods. The new view on 

image segmentation and registration provides a consistent taxonomy in this context and emphasizes the importance of 

regmentation in current medical image processing research and radiation oncology image-guided applications. 

Keywords:  Image segmentation, image registration, survey paper, image regmentation 
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1. INTRODUCTION

Medical Image segmentation and registration have been important research topics over the last two to three decades and 

several state of the art surveys exist for segmentation [1,2,3,4,5,6] as well as for registration techniques [7,8,9]. 

However, in the scope of this work, three open question statements exist that have not been addressed so far. The first 

question addresses possible similarities between segmentation and registration methods. Some registration approaches 

can be used to solve segmentation problems and vice versa. The first question therefore is: what methods form the 

intersection set? 

The second question is a direct consequence of the first question. If an intersection set of segmentation and registration 

methods exists, there is obviously an ambiguity in the current nomenclature of segmentation and registration approaches. 

This ambiguity makes it difficult both to properly classify an approach and to perform literature research. The second 

question therefore is: what is a proper taxonomy for segmentation and registration methods that does not have 

ambiguity? 

The third question regards the need for a classification scheme that can be used to determine the usability of a method 

for a given structure to segment or to register. In the current literature, methods are often classified based on the 

technical class of the technique used, but not based on the type of segmentation or registration problem that it can be 

applied for. While many segmentation methods are very generic and can be applied to a variety of different segmentation 

problems other approaches are very specialized and can only be used in a small application domain. The third question 

is: what is an adequate classification scheme for determining the usability of a method for a given anatomical structure to 

segment or register? 

https://creativecommons.org/licenses/by/4.0/
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The taxonomy presented in this work tries to address the open questions described above. In particular, a new 

classification scheme is proposed that comprises a new class of techniques that can be used to solve segmentation and 

registration problems. It is called regmentation. 

2. CLASSIFICATION OF SEGMENTATION TECHNIQUES 

There are three main characteristics which influence the segmentation of an object in an image: object boundaries, object 

homogeneity and object shape. Object boundaries and object homogeneity are image or signal based characteristics. 

Therefore, they are affected by image specific disturbances like noise or reconstruction artifacts. Furthermore, they are 

modality dependent. For example, an object may have very dominant boundaries in a computed tomography (CT) image 

and only poor boundary representation in an ultrasound image. An object’s shape is image independent and in most 

imaging modalities — apart from small deviations like perspectival mapping distortions — also independent from the 

acquisition technique. The concepts of object boundary, object homogeneity and object shape have a strong influence on 

the development of segmentation methods. Segmentation techniques try to detect boundaries and homogeneous regions 

in the images and incorporate shape information to restrict the shape of the resulting segmentation. 

Some methods like thresholding or region growing rely more on the image or signal information while other methods 

like model based approaches have a stronger focus on modeling the object’s shape in the segmentation process. In the 

literature, segmentation approaches are therefore often classified according to the amount of boundary, homogeneity or 

shape knowledge they incorporate. Over the last three decades, several surveys about medical image segmentation have 

been published. Nikhil et al. [1] distinguish threshold methods from iterative pixel classification, surface based 

segmentation techniques, edge detection methods and fuzzy set theory methods. Hu et al. [5] categorize segmentation 

techniques into four groups whereas each group is defined by the image features used by the segmentation technique: 

region-based, boundary-based, hybrid and atlas-based. Zuva et al. [6] distinguish between threshold, edge and region-

based methods. Pham et al. [3] use eight categories: thresholding approaches, region growing methods, classifiers, 

clustering methods, Markov random field models, artificial neural networks, deformable models and atlas guided 

methods. Thresholding, classifier, clustering and Markov random field methods are considered as pixel classification 

methods. 

Although the nomenclature used in the described literature is not fully consistent and some single approaches have been 

assigned to different groups, two main classes of algorithms can be identified: image-based algorithms and shape-based 

algorithms. The number of subcategories used in the literature varies and hybrid categories are used in some articles to 

classify algorithms which show characteristics of multiple categories. 

In this work, a more generic view on the classification of segmentation approaches is proposed. The proposed taxonomy 

is based on a continuum between two extremes: purely image based algorithms and strong shape based methods. All 

segmentation algorithms are classified inside this continuum according to the amount of shape information used by the 

method. An aspect that derives from this view is the shape generalizability and shape specializability of an algorithm. 

The more shape information an algorithm incorporates, the more specialized it gets. For example, a geometric active 

contour or snake with a low elasticity can only be used to segment objects which smooth boundaries. In contrast, a 

threshold can be used to segment arbitrary shapes with the same parameter setting. Figure 1 shows a schematic view of 

this taxonomy.  

The proposed taxonomy contains four categories: voxel based methods, region based methods, methods with local shape 

priors and methods with global shape priors. The single categories will be explained in detail in the upcoming Sections. 

The categories have been chosen, because they form clearly identifiable groups in the continuum between image and 

shape based methods. Of course other ways to separate the continuum exist. There will also be segmentation algorithms 

which can be argued to fall into one or another category. However, in comparison to other classification schemes, all 

algorithms are embedded into the same continuum and can therefore be clearly distinguished from each other and set 

into context to other algorithms. 

In many publications [3,5,6] machine learning techniques like clustering/classification methods represent either separate 

classification categories [3] or form subcategories, for example sometimes they are considered as subcategories of region 

based methods [5,6]. In this work, machine learning methods are not considered part of the segmentation classification 

scheme as described above, because they are not per se segmentation methods. Rather, they can be used to support 

segmentation mainly by finding appropriate parameters for a segmentation method. In Figure 1, it is indicated that the 

number of parameters of a segmentation method increases with the amount of shape domain knowledge used. For 
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example, purely image based methods like thresholding or histogram based methods only need very few parameters — 

in a simple thresholding case only one parameter exists that represents the threshold. For such methods, it may be 

enough to examine some representative cases or to consult a domain expert. Model based approaches like mass spring 

models are characterized by many parameters, since they model complex shape knowledge. Machine learning methods  

 

 

Figure 1: Proposed classification scheme of methods for segmenting objects in medical images. The methods having the 

broadest application area concerning shape variability, i.e. showing the best shape generalizability are shown on the left. 

Those methods usually have only few parameters, because they do not incorporate much domain specific knowledge. The 

approaches shown on the right are highly specialized, i.e. they are often only suitable for one particular structure to segment 

and incorporate a high amount of domain specific parameters. Nowadays, typically supervised machine learning algorithms 

are used to cope with the high parameter count by incorporating a training base of known cases that serves as a model for 

the given problem statement.. 

 

can be used to automatically find appropriate parameters for such methods in order to increase their robustness on a 

diverse test database. They can therefore help to automate complex segmentation algorithms. Furthermore, for structures 

with a strong shape variation like chromosomes [10], white matter [11] or prostatic glands [12] often multiple low 
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parameter segmentation methods are combined to extract a set of simple image features. Machine learning algorithms 

are then used to cluster the image features such that a meaningful segmentation of the target structure can be achieved.  

In the classification view presented in this work, machine learning algorithms are supportive tools to help to automate 

segmentation methods or to support segmentation methods by performing statistical analysis on a set of data that is 

originally generated by the segmentation algorithms. Machine learning methods can therefore be coupled with any 

existing segmentation algorithm. However, such a coupling does not add a new level of complexity to the data and it 

does not add any further image or shape domain knowledge to the existing segmentation algorithm. That means, it does 

not change the classification of an algorithm according to the taxonomy presented in this work. Therefore, machine 

learning methods are not part of the presented classification scheme. 

In the following Sections, the four classification groups as shown in Figure 1 are discussed in detail. A large number of 

medical image segmentation approaches have been proposed in the literature working either on two-dimensional or 

three-dimensional data. In each classification group, the most important methods for medical image segmentation are 

described. Often complex segmentation methods consist of a whole pipeline using algorithms from different 

classification groups. In such a case, a method is classified by the algorithm that uses the most shape knowledge. For 

example, an approach that uses a thresholding followed by model based segmentation is considered a model based 

method. 

2.1 Voxel based methods 

The first classification group for image segmentation according to the taxonomy presented in the previous Section as 

well as in Figure 1 consists of voxel based methods. The voxel based methods group consists of methods that purely rely 

on image information and do not incorporate any prior shape knowledge about the structure to segment. That makes 

them suitable to segment structures that strongly vary in shape and at the same time show good image contrast. 

However, since they are purely based on image signal information, voxel based methods are not very well able to deal 

with image noise, reconstruction artifacts or low object contrast. The following gives an overview of well-known voxel 

based methods that are used for medical image segmentation. 

The simplest approach to address the segmentation problem is to classify a voxel solely based on its intensity. Such 

methods do not incorporate any local relationships between the voxels. From that perspective, segmentation can be made 

by determining a value range that assumingly uniquely contains the gray values of the structure to be segmented. This 

approach is called thresholding and is often used by more sophisticated methods as a preprocessing step. Here, 

thresholding is used to create a segmentation that is not very accurate, but can be used as an adequate starting point for 

other algorithms. 

The only required parameters are the intensity thresholds separating the classes. As in some image acquisition techniques 

– such as CT – the absolute intensity values directly correlate with physical properties of the tissue. Thus thresholds can 

be directly determined by domain experts. 

However in other cases the absolute image intensities of the classes are not known but it can be assumed that they are 

different from all other objects’ intensities. Here, methods based on the intensity histogram can be used to automatically 

determine the thresholds. The probably most popular method for finding a single threshold separating two classes is 

Otsu’s method [13] which has been extended to multiple classes [14]. It finds the global maximum of the between-class 

variance: 





k

j

jjifiedbetweenMod

1

22   , 

where k is the number of object classes, 
j  is the mean intensity of the class and 

j  is the probability of each class given 

by the histogram. 

Furthermore machine learning techniques can be used to obtain thresholds. For example the k-means clustering 

algorithm finds a local maximum of the same objective function as multilevel Otsu [87], but in contrast to that, it can be 

easily extended to multi-spectral image data. 
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In Figure 2, the segmentation result of a cardiac CT data set using the Otsu-method is shown. In complex segmentation 

scenarios, thresholds and histogram-based methods tend to produce either small islands that are not part of the object to 

be segmented (but share the same gray value) or result in segmentation holes. 

Voxel based methods are very simple and are usually not suited for complex segmentation problems. They rely purely 

on image content and do not include any shape specific knowledge about the structure to segment. However, they are 

useful for segmenting structures with a strong shape variation which at the same time show good image contrast. For 

example, Aarle et al. [15] propose a threshold selection strategy to segment dense objects in tomographic images like  

    

Figure 2: A CT image of the heart (left) and a segmentation using the Otsu method (right). 

 

phantom scans. Voxel based methods are used in cell image segmentation [16, 17] where tens to hundreds of single cells 

with varying shape can be segmented simultaneously. Machine learning methods are often coupled with voxel based 

methods to increase their flexibility and robustness on diverse test bases. For example, Zhang et al. use voxel based 

methods together with several machine learning techniques to segment cervigram images [18]. Yin et al. [16] apply 

classification methods together with voxel based methods for cell image segmentation. 

Voxel based techniques are often used as a pre-processing step in more complex segmentation pipelines. Sometimes, 

certain intensity areas in the image can be neglected, because the structure of interest does not contain any gray values 

from that intensity area. Voxel based methods are a simple and fast way to achieve that goal, helping to reduce the 

complexity of the segmentation problem for further processing steps. Furthermore, because voxel based methods usually 

have no prior shape knowledge and only few parameters to set, they can be easily automated. 

2.2 Region based methods 

The second classification group for image segmentation according to the taxonomy presented in Figure 1 consists of 

region based methods. Region based methods are mainly based on image signal information, but they incorporate local 

relationships between voxels, for example for building contiguous regions. 

One of the most prominent region based methods in 2d and 3d is the region growing algorithm. Here, segmentation 

grows from initially placed points – called seeds – by aggregating neighboring pixels or regions according to some 

similarity criterion. Region growing is often used to segment homogeneous regions like vessels trees which vary in 

shape but share a similar intensity (see Figure 3).  The main limitation of region growing clearly is its tendency to leak 

into neighboring objects sharing similar intensities with the structure to be segmented. Nevertheless region growing is a 

widely used segmentation method due to its computational simplicity and the fact that the connectivity of all voxels 

grown from a seed point is ensured. 

Other widely known region based segmentation methods include the watershed algorithm [88] and the split and merge 

algorithm [89]. A further category of region based methods are filtering methods. In medical imaging, image filters are 

mainly used for point, edge or tube detection. In many literature overview publications [1, 5, 6], such kind of methods 

forms a separate category of segmentation algorithms. However, like the region based methods described above filters 
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are image based methods that incorporate local relationships between voxels in order to classify a voxel in the image. In 

the context of the shape knowledge driven taxonomy presented in Figure 1, they are therefore classified as region based 

methods. 

Edge detection is commonly used in medical image segmentation, because the boundaries of anatomical structures are 

often characterized by an intensity difference between the tissues. Such intensity discontinuities or edges can be found 

by computing the derivatives of the local image intensity function. Usually those derivatives are approximated by 

convolving the volume with filter masks. Several edge detection filters have been proposed, for example, the Canny  

    

Figure 3: The region growing algorithm applied to segment the portal vein of the liver. The original image is shown on the 

left. The right image shows the resulting segmentation that grew from a seed point at the position of the shown cross. 

 

edge detection filter [21]. However, filter results frequently need to be post processed, because object contours are often 

not closed. While image filtering alone is in most cases not sufficient for image segmentation, the concept of edge 

detection plays a central role in algorithms that incorporate additional shape information. In particular, a large amount of 

local and global model based segmentation approaches as described in the upcoming Sections incorporate edge detection 

methods for searching object boundaries. 

Another well-known type of filtering methods is the class of filters proposed by Sato et al. [22] and Frangi et al. [23]. 

Those filters are based on second order derivatives of the image and scale space theory [24]. The approximated second 

order derivatives are combined to form the local Hessian matrix around a voxel. Using eigenanalysis, the Hessian matrix 

can be evaluated to detect tube like structures in an image. This property makes such filters ideally suited to detect all 

kinds of vessels in an image, for example pulmonary vessels [25], coronary and retinal arteries [26] or liver vessels [27]. 

They are therefore sometimes called vesselness filters. A subsequent segmentation can be achieved by thresholding the 

filter output or by applying region growing methods [27].  

Region based methods have a lot of advantages. They are almost as flexible as voxel based methods and can be applied 

to a large variety of different segmentation problems. However, they incorporate neighborhood relations which is a very 

natural way of describing medical image content since neighboring voxels are in most cases related. This makes region 

based methods generally more robust than voxel based methods. They also do not incorporate complex shape knowledge 

which limits the amount of parameters to set for a region based method. 

Apart from their application to vessel detection and segmentation, they are widely coupled with machine learning 

techniques to detect tumors or lesions of all kind. Usually filter based methods are used to describe the local texture 

around a voxel. Using a set of positive and negative examples, machine learning methods are then applied to 

automatically find the most characteristic features for that neighborhood. Such strategies have been applied to retinal 

lesion detection [28], pulmonary nodule detection [29], the detection of hepatocellular carcinoma [30] or the detection of 

white matter changes [31]. 
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Generally, region based methods are very well suited for segmentation of objects that strongly vary in shape. Apart from 

pathological structures, for example, they have been applied to hippocampus segmentation [32] and neuron membrane 

segmentation [33]. However, since they only incorporate direct neighborhood relations, they are mainly based on image 

appearance. This limits their applicability to objects that are homogeneous in terms of intensity or texture pattern. They 

are therefore usually applied to small objects instead of complex structures like organs. 

 

2.3 Shape methods with local priors 

The third classification group for image segmentation according to the taxonomy presented in Figure 1 consists of 

segmentation methods that incorporate prior shape knowledge about the structure to segment. 

However, this prior shape knowledge is modeled locally, for example by enforcing that the surface of the object has a 

certain degree of smoothness. Furthermore, since local prior shape methods do not have a global idea of the shape to be 

segmented, they are not restricted to segment a specific shape but can be applied to various types of shapes. 

A well-known method for two dimensional image segmentation based on local shape priors is the active contour or 

snake approach [34]. A snake is a contour or curve parametrically defined in an image B(x, y) on the image plane 
2),( yx as Tpypxps ))(),(()(  , with )( px  and )( py  being the coordinate functions.  1,0p  is the parametric 

domain. The shape of the snake is given by minimizing the energy functional 

 )()()( sEsIs  , 

where I(s) and E(s) are representations of two energies: the internal snake energy I and the external snake energy E, 

respectively. The internal energy defines the rigidity and the tension of the contour, i.e. it defines how smooth and 

flexible the snake is. The internal energy therefore is a local shape prior, which determines how the object to be 

segmented should locally look like. The image driven part of the method is given by the external energy. It determines 

what kinds of image features attract the contour. 

An example for an internal energy is  

, 

where 1w  and 2w  define tension and rigidity of the snake, respectively. As an attracting image feature, often the image 

gradient is taken, i.e. the contour will evolve towards intensity differences in the image. The external energy then is 

. 

Here, )),(( yxBG  denotes the gradient of the image B smoothed by a Gaussian G. The standard deviation   controls 

the extent of edges that attract the contour. A local minimum of Σ is usually found using numerical algorithms as 

described in [35]. 

Snakes have been widely used for two dimensional image segmentation problems. The three dimensional generalization 

of snakes is called deformable model or deformable surface [35]. The advantage of the snake formalism is that the shape 

prior is very intuitive and easy to control. For example, if the structure to segment is a bone that does not contain any 

sharp edges, rigidity and tension of the snake can be set high. That way the snake is less dependent on the image signal 

and therefore also less affected by noise or discontinuous and weak edges. On the contrary, if the structure to segment 

does not comprise a smooth surface, the internal energy of the snake can be set more versatile in order to adapt to the 

structure. 

The image driven part of the snake is generally very flexible, since many different external energies are possible. For 

example, snakes are used in ultrasound as well as in MR and CT which are imaging modalities that have very different 

image characteristics. In consequence of this flexibility, snakes are used to segment various kinds of anatomical 

structures including spicules in Mammography [36], tree structures [37], the aorta in MRI [38] and solid organs [35]. 

A disadvantage of snakes is their dependency on initialization and lack of topological adaptation. A snake will most 

likely get stuck in local minima if initialized far away from the structure to segment. This complicates automation of the 
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method in comparison to most voxel based methods which are often easy to automate. Another drawback is that the 

flexibility of the snake is set globally for the whole contour, i.e. the stiffness of the snake is the same at all of its parts. 

This often means that the snake is not able to fully adapt to the structure in some parts while in other parts it may be 

already too flexible and leak into neighboring structures. 

Apart from snakes, there are many other ways to incorporate local shape knowledge in the image segmentation process. 

The basic principle, however, remains the same. Figure 4 shows a schematic view of this process. Generally, an image 

driven term and a shape preserving term are defined. The image driven term is defined based on some image features. 

Image features can be, for example, intensity, edges, and points of interest or regional homogeneity. The shape 

preserving  

     

Figure 4: Incorporation of local shape knowledge into the segmentation process. An image driven term and a shape 

preserving term are combined by an optimizer such that the shape representation is adapted to the image. 

 

term is defined based on the geometric shape representation used for adaptation. For example, the shape could be 

represented by an interconnected point cloud. The shape preserving term could, for example, enforce that the distance 

between points should not change much. 

Both image and shape preserving terms are combined and balanced using some kind of optimization strategy. There are 

many ways how such an optimization can be performed. Often the optimization problem is embedded into the well-

known frameworks of Graph Cuts [39, 40, 41, 42, 43], Markov Random Fields [44, 45, 46, 47] or Graph based 

optimization [48, 49, 50, 51, 52]. After optimization, the geometric shape representation is updated. This process repeats 

until the structure of interest is segmented. 

Local prior shape methods are widely used in image segmentation. Due to the incorporation of local shape knowledge 

and in comparison to the mainly image based voxel and region based methods, they can be used to segment objects with 

low contrast boundaries such as lymph nodes [46] in CT or the mitral annulus in 3d ultrasound [42]. As mentioned 

before in the example of snake segmentation, local shape prior methods are sensitive to initialization. However, since the 

shape priors are only defined locally — for example by enforcing certain smoothness — they are usually flexible enough 

to adapt to a nearby structure if initialized closely. This makes these methods ideal for interactive segmentation [53, 41]. 

Other applications of local shape prior methods include bone segmentation [43], cell segmentation [54] and detection of 

vessel-like structures [55, 51]. 

Local prior shape methods are also used for interactive and automatic segmentation of whole organs such as the kidneys 

[40], the prostate [47] or the bladder [50]. However, these organs have rather simple shapes and do not have strong shape 

variations between individuals. That is the reason why more complex organs like the liver or the heart are usually not 

segmented using local shape priors. 

2.4 Shape methods with global priors 

The fourth and last classification group for image segmentation according to the taxonomy presented in Figure 1 consists 

of segmentation methods that incorporate global shape knowledge about the structure to segment. These methods 

enforce the segmentation to be similar to one or a group of reference shapes. This way, complex objects can be robustly 
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segmented even on low contrast images. Figure 5 outlines the principle of global prior shape methods which is similar to 

the scheme of local prior shape methods presented in Figure 4. An image driven term and a shape preserving term are 

combined by an optimizer such that the shape representation is adapted to the image. However, the shape preserving 

term is additionally based on a representation of reference shapes as mentioned above. 

There are mainly two kinds of global prior shape methods: geometric model based segmentation approaches and voxel 

atlas based segmentation methods. They mainly differ in terms of the shape representation and adaptation process used. 

Geometric model based segmentation. In geometric model based segmentation, shape is represented by geometric 

objects like point clouds and polygonal surfaces [56, 57, 58, 59, 60, 61], simplex meshes [62], B-spline representations 

[63], level set representations [64, 65, 66, 67, 68, 69], geometric grids [70] or finite element triangulations [71]. 

    

Figure 5: Schematic view of the incorporation of global shape knowledge into the segmentation process. In comparison to 

local prior shape methods, the shape preserving term is additionally based on a reference shape representation that enforces 

the shape representation to be similar to a group of reference shapes. 

 

Figure 6 shows the principle of geometric model based segmentation. Based on the chosen shape representation, an 

instance of the object to be segmented—hereafter called model—is created that is used as an initial shape. For example, 

the initial shape can be the mean shape of some representative shapes of the structures to be segmented — hereafter 

called templates — or simply the shape of one particular case. 

The model is then placed in the image directly on the structure to be segmented or with significant overlap. This is 

necessary, because geometric model based segmentation is very sensitive to initialization. Unlike local prior shape 

methods, the model must also be roughly aligned with the structure to segment in terms of orientation. This is due to the 

fact that the adaptation of the model is in most cases performed based on a local boundary search which makes the 

handling of strong orientation mismatches difficult. Since geometric model based segmentation is usually used to 

segment complex shapes, often automatic model initialization methods are used which estimate the pose of the model in 

the image. 

The initial model that has been placed in the data set adapts to the structure to be segmented according to the scheme 

presented in Figure 5. Like for local prior shape methods, image features like edges are searched in the image and 

integrated into an image term. Usually image features are used that describe the boundary of the structure to segment.  

As described above, the shape preserving term of geometric model based segmentation is based on the geometric shape 

representation and on the template shape representation. There are many ways to model a group of template shapes. The 

simplest way is to define a single object to be the template. Frequently, three dimensional deformable model based 

approaches [35] are initialized with a single template shape if the shape variance of the structure to segment is not high. 

For example, lymph nodes [72] are always spherical objects so in most cases it is sufficient to use a sphere as 

initialization. The external energy is then set such that the segmentation stays similar to the template shape. 



 

 
 

Erdt et al.: Regmentation: A New View of Image Segmentation and Registration 10 

 

 doi :10.5166/jroi-4-1-19 

Copyright © 2012 Journal of Radiation Oncology Informatics         ISSN: 1663-618X, J Radiat Oncol Inform 2012;4:1:1-23 

 

However, for anatomical structures that strongly vary between individuals a single template shape is not sufficient. For 

such structures, a representative set of template shapes is necessary. Usually, several dozens of templates are used 

depending on the complexity of the structure to be segmented. However, using many templates also increases the 

complexity of the decision process of whether the current model is similar to the template shape set. Therefore, usually 

dimension reduction techniques like principle component analysis are applied to the template shape set in order to 

extract a limited amount of significant modes of variation that sufficiently describe the template set. This technique is 

called statistical shape modeling and has been proposed by Cootes et al. [73, 74]. It is the most frequently used method 

for geometric model based segmentation of complex anatomical structures with a high amount of shape variation. 

Statistical shape modeling has been applied to segment the liver in CT [56, 57, 58, 63], the heart and heart chambers in 

CT [59, 60], the prostate in MR [75] or bone structures in X-ray fluoroscopy [76]. Because geometric model based  

  
  

Figure 6: Principle of geometric model based segmentation. An organ is manually delineated in a set of images. For each 

image a geometric representation of the organ is built. The built shapes are averaged to build a mean model. This model is 

then placed in an unseen data set and adapted to the image. 

 

segmentation depends on knowing the expected shape of the structure to segment a-priori, it is less suited for segmenting 

objects that can have arbitrary shapes like tumors. Here, local prior model based segmentation methods are more 

appropriate, since they only require the surface of the object to meet some local smoothness criteria. Instead, geometric 

model based segmentation is used to segment complex shapes that vary in shape, but are not completely arbitrary. Here, 

the incorporation of global shape knowledge prevents the segmentation to leak into neighboring structures and to 

generate non plausible shapes. They are therefore especially suited for organ segmentation, since organs typically have 

complex shapes that vary in certain limits between individuals. 

 

Voxel atlas based segmentation. The second main type of global prior shape methods is voxel atlas based 

segmentation. Figure 7 outlines its basic principle. In voxel atlas based segmentation, two images — a reference image 

called atlas and the input image to segment — are registered based on the voxel representation of both images. In the 

atlas image, the structures to segment are already contoured. After registration, both images are in alignment such that 

the segmented structures in the atlas image can be directly transferred to the input image. That way, all structures in the 

input image that are labeled in the atlas are segmented. 

The quality of voxel atlas based segmentation mainly depends on two aspects: the atlas building strategy and the 

registration method that is applied to register an input image with the atlas [77]. There are many ways to build an atlas. 

In some applications, it is sufficient to use a single image as the atlas, for example in intra-patient atlas segmentation. 

Here, all images to be segmented stem from the same patient. The atlas is then created from the first image that is taken 

during treatment. All following images are directly registered with this first image. However, this means, that for each 

new patient, a new atlas has to be created. Therefore, usually the atlas is constructed more generically such that it fits not 

only to one patient but a group of individuals. A simple way to create a generic atlas is to average several representative 

non-pathologic images from different patients. However, it has been shown that patient variability is too high for most 

anatomical structures for an average atlas to work well [78]. Possible solutions are population specific atlases where an 
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average atlas is built for several population groups, for example based on gender or age [79]. Another approach tries to 

select the most similar image from a labeled data base of known cases as the atlas [80, 81]. Aljabar et al. [82] extend this 

method by selecting a set of the most similar images and registering each image individually with the input image. The 

segmentation results from every individual registration are afterwards combined to improve the overall segmentation for 

the input image. 

After building an appropriate atlas, the registration with the input image is performed. Since this step is independent 

from the atlas building or labeling, generally any registration method can be used. In fact, this step solves a pure 

registration problem. Therefore, rigid, locally rigid or deformable registration methods can be applied depending on the 

structure to segment. 

    

Figure 7: Principle of voxel atlas based segmentation. A labeled image (the atlas) is registered with an input image. The 

labels from the atlas are then overlaid with the deformed input image so the segmented structures of the atlas are also 

available in the input image. 

 

Voxel atlas based segmentation is the method with the highest amount of prior global shape knowledge according to the 

taxonomy presented in Figure 1. This is, because not only information about the shape of a single organ is considered, 

but implicitly there is information about every visible structure and its relation to all other visible structures available in 

the atlas. By registering the atlas with an input image, the relation between the structures — for example the heart is 

above the liver and is neighboring the lungs — is implicitly considered. That means, the segmentation of a single 

structure like the heart cannot leak too much into neighboring structures, because the neighboring structures themselves 

claim space in the input image during registration. Another interesting property of voxel atlas based segmentation is the 

ability to map arbitrary regions from the atlas to the input image. For example, in head and neck radio therapy, it is 

necessary to delineate the lymph node regions in order to avoid radiation exposure. These lymph node regions do not 

correspond to any anatomical structures but are conglomerates of lymph nodes, fat, glandular tissue and vessels. 

However, the regions can be delineated in the label image of the atlas. Since the atlas is registered with the input image, 

arbitrary regions can then be mapped from the atlas label image to the input image. 

This strategy is used many atlas based approaches for lymph node segmentation [78, 83]. Voxel atlas based 

segmentation has many advantages, because of the high amount of prior global shape knowledge they incorporate. 

However, this ability also makes them less flexible in practice. While a single structure can be modeled globally in an 

efficient way, for example using geometric model based segmentation as described above, a group of different structures 
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and their relations are very difficult to model globally. Each image that is used for atlas building stems from only one 

specific patient. That means, it is just a snapshot of all possible variations in terms of organ shape, organ positions, organ 

orientations, respiration state or heart cycle. A complete global view of the whole body therefore would require an 

immense amount of images to build the atlas. However, even if enough images would be available, appropriate selection 

strategies are missing that can handle such amounts of data. Therefore, voxel atlas based segmentation is in practice 

limited to certain anatomical regions like the head and neck region [84, 78, 83, 85] where the amount of variation is 

relatively low and a small amount of images is sufficient to build a complete atlas. Another way to utilize voxel atlas 

based segmentation is to use it as a coarse initialization method for other segmentation approaches. This way the missing 

accuracy of the atlas in areas of high variation is compensated, for example by a local prior shape method [86]. 

3. REGMENTATION: A NEW VIEW OF SEGMENTATION AND REGISTRATION  

As mentioned in the beginning of this work, similarities between segmentation and registration methods exist. Some 

registration approaches can be used to solve segmentation problems and vice versa. In the literature, those hybrid 

approaches are usually either assigned to be registration or segmentation methods depending on the scope within the 

methods are used. Additionally, sometimes the terms segmentation for registration and registration for segmentation are 

used to classify them in further categories. However, this point of view leads to an ambiguity, because some methods fall 

into multiple categories. For example, voxel atlas based segmentation would fall into the category segmentation, because 

it is used to solve a segmentation task. Furthermore, it would be classified as a registration method, because the 

technique used to solve the segmentation problem is a registration method. Lastly, it would also be classified as a 

registration for segmentation method for the same reason. 

The reason why this ambiguity exists is that a method is classified based on two characteristics that are not related. The 

first characteristic is the problem statement that a methods tries to solve, for example a segmentation problem. The 

second characteristic is the technique that a method uses to solve the problem. Both characteristics are individual and 

unrelated but are often used at a single criterion for classification. The shape driven taxonomy for segmentation methods 

presented in the previous section allows for a new view on segmentation and registration methods. This new view 

resolves the ambiguity of current segmentation and registration classification schemes by proposing a new class of 

algorithms which will be called regmentation in the following. 

The introduction of global shape knowledge in segmentation as described in the previous sections plays a key role in 

regmentation. Since information about the shape of one or multiple structures is available in a global context, global 

prior segmentation methods can also be used to solve the problem statement of registration for these structures. Figure 8 

illustrates this process. For example, model based segmentation uses geometric shape models that are adapted to objects 

which are visible in the image. The models are constructed based on template shapes that all have been aligned in a 

certain coordinate system. The set of template shapes defined in this coordinate system could therefore be regarded as an 

atlas. Furthermore, the geometry of the model is globally defined, that means, for example, the lower peak of the left 

cardiac ventricle stays the lower peak after adaptation and is not adapted to the top border of the ventricle. This means, if 

a model from the atlas is adapted to two different data sets, a correspondence between both data sets is given in the  
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Figure 8: Principle of solving a registration problem with geometric model based segmentation methods. The set of template 

shapes is regarded as an atlas. A mean model is constructed from the atlas and is adapted to two different data sets. 

Transformations from the atlas to the mean model are known as well as the transformations from the mean model to the 

adapted model (continuous arrows). Therefore, implicitly, the transformation between both adapted models is also known 

(dotted arrows), thus solving the registration problem between both images. 

adapted state. Naturally, a correspondence between the model in the atlas and the adapted model is also given. 

Therefore, a mapping between both data sets can be established by using the correspondence chain from the adapted 

model in the first data set to the atlas and back to the adapted model in the second data set. Such a mapping is in fact a 

registration. Global prior segmentation methods are therefore both segmentation and registration methods. In other 

words, they are regmentation methods, because they cannot be differentiated from the problem statement solving point 

of view. 

The presented view of regmentation leads to a new classification scheme for segmentation and registration methods that 

consists of three categories. The first category is represented by pure segmentation methods. According to the scheme 

presented in in Figure 5, these are voxel and region based segmentation methods as well as local shape prior methods. 

These approaches can solely be used to solve a segmentation problem, since they lack of global knowledge. No 

correspondence establishment and therefore no registration is possible. The second category consists of pure registration 

methods. These methods are classical registration approaches that are able to establish a mapping between two data sets, 

but lack an atlas in which structures are segmented. If such an atlas is added, they become regmentation methods which 

form the third category. This category consists of all global prior segmentation approaches. 

The benefit of the described scheme is that the built categories are disjunctive. All segmentation and registration 

algorithms can be classified as being exclusively part of one category. Furthermore, the proposed classification is a 

problem solving driven scheme, which means, it does not matter which kind of technique is used to solve the problem. 

Appropriate techniques for solving a segmentation and registration problem can be directly taken from the regmentation 

category. The applicability of the proposed scheme is demonstrated in the following Section by a comprehensive 

classification of articles from international medical imaging journals and conferences of the last two years. 

4. CLASSIFICATION OF EXISTING METHODS 

This Section demonstrates the practical applicability of the taxonomy presented in this work in comparison to the 

classical view of segmentation and registration methods. It also aims at demonstrating the current direction of research in 

the field of medical image segmentation and registration. 855 articles from 6 renowned international medical imaging 

journals and conferences of the last two years (2010-2011) have been investigated and classified. The conferences and 

journals were mainly chosen by their impact factor and relevance to the medical imaging community. 
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The conferences investigated have been: 

• Medical Image Computing and Computer-Assisted Intervention (MICCAI), in the year 2010 (96 articles). The 

MICCAI conference is one of the most renowned conferences in the field of medical imaging. 

• IEEE Conference on Computer Vision and Pattern Recognition (CVPR), in the years 2010 (13 articles) and 2011 (6 

articles). CVPR is one of the top ranked conferences in the field of Computer Vision and Pattern Recognition. Usually a 

significant amount of articles in the field of medical imaging are published every year. 

• IEEE International Symposium on Biomedical Imaging (ISBI), in the years 2010 (126 articles) and 2011 (220 articles). 

The ISBI conference is one of the biggest biomedical imaging conferences and contains comprehensive tracks on 

segmentation and registration regarding all imaging modalities. 

• SPIE Medical Imaging, in the years 2010 (132 articles) and 2011 (116 articles). SPIE Medical Imaging is one of the 

biggest conferences which focus solely on advances in medical imaging. 

The journals chosen for the study were: 

• IEEE Transactions on Medical Imaging, volume 29, issues 1-12 in 2010 (56 articles) and volume 30, issues 1-8 in 2011 

(33 articles). Transactions on Medical Imaging has an impact factor of 3.5 (2010) and is one of the most renown medical 

imaging journals. 

• Medical Image Analysis, volume 14, issues 1-8 in 2010 and volume 15, issues 1-4 in 2011. Total articles: 57. Medical 

Image Analysis has an impact factor of 4.2 (2011) and is one of the most renown medical imaging journals. 

    

Figure 9: Amounts of articles from recent selected conferences and journals classified as either segmentation, registration, 

segmentation for registration or registration for segmentation. The term segmentation for registration denotes work that 

target at solving a registration problem and make use of segmentation methods for guiding the registration, for example by 

segmenting corresponding areas in the images. The term registration for segmentation denotes the inverted problem: 

solving a segmentation problem guided by a registration as it is used for example in voxel based atlas registration. 

 

Figure 9 shows the classical four categories of segmentation and registration from the literature. The category 

segmentation denotes all segmentation approaches including voxel and region based methods as well as local and global 

prior segmentation approaches. The category registration consists of pure registration methods. The category 

segmentation for registration is formed by segmentation methods that are used to solve a registration task. The category 

registration for segmentation is formed by methods that address the inverted task. In order to ease the comparison of the 

classical with the proposed classification scheme, the described four classical categories have been made disjunctive. 

Here, the last two categories had priority, that means, a method that would have been assigned to be a segmentation for 

registration method and a segmentation method is considered as a segmentation for registration method. The category 

registration for segmentation is treated analogous. As it can be seen in Figure 9, in the classical scheme, the majority of 
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investigated methods are segmentation methods followed by pure registration approaches. The hybrid categories consist 

of comparable few articles. This view suggests that the intersection set of segmentation and registration methods is 

relatively small. However, as it will be shown in the following, the opposite is true. In the four described classical 

categories, the segmentation approaches are now further investigated by applying the proposed sub-classification of 

Figure 1. That means, in each classical category, the segmentation methods are classified as being either voxel based 

methods, region based methods, local prior or and global prior shape methods. Moreover, the sub-category global prior 

shape methods lists voxel atlas based segmentation approaches separately, since their incorporation of global shape 

knowledge significantly differs from the other global prior shape methods. The subdivision of the classical categories 

will answer the question of how much shape knowledge is used in current state of the art approaches. Finally, it will 

reveal that the classical classification scheme can be easily transformed into the proposed classification. 

Figure 10 shows the distribution of methods in the classical category segmentation. It can be seen that most of the 

current segmentation approaches make use of prior shape knowledge. Purely voxel based methods are only used in very 

few methods whereas the amount of region based approaches is comparable to local or global prior shape methods. 

Figure 11 shows the distribution of segmentation approaches in the classical category segmentation for registration. 

Again, the majority of methods use prior shape knowledge while the largest single category is formed by region based 

methods. This is due to the fact that many registration methods rely on a detection of feature points in the image which 

in turn are often segmented using region based approaches. Voxel based methods only play a minor role in this category. 

    

Figure 10: Classification of articles from recent selected conferences and journals into the four segmentation types voxel 

based, region based, shape based with local priors and shape based with global priors as defined in Figure 1. Within the 

global prior methods, voxel based atlas approaches are denoted separately, since they operate at voxel level in comparison 

to most other global shape prior methods. It can be seen that most of the current segmentation approaches make use of prior 

shape knowledge. 
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Figure 11: Conference and journal articles of the category segmentation for registration (cf. Figure 9) have been classified 

regarding the applied segmentation technique (cf. Figure 1). Most approaches of this category incorporate local or global 

shape knowledge. 

 

In Figure 12, the segmentation methods used in the classical category registration for segmentation are sub-classified. 

Global prior shape methods form by far the largest class. All other classes are only represented by a small amount of 

methods. Among the global prior methods, voxel atlas based approaches are the most dominant technique. 

By building the proposed sub-categories of segmentation methods in each classical category, the classical classification 

view can be transferred into the scheme proposed in this work. Here, all global prior based methods from each classical 

category are moved to the new category regmentation, because they can be used to address segmentation and registration 

problems. The classical hybrid categories segmentation for registration and registration for segmentation are moved to 

the categories registration and segmentation, respectively, because they address either registration or segmentation 

problems. Figure 13 shows the resulting classification. In comparison to the classical scheme in Figure 9, it is now  

 

    

Figure 12: Conference and journal articles of the category registration for segmentation (cf. Figure 9) have been classified 

regarding the applied segmentation technique (cf. Figure 1). Voxel based atlas methods are used in the majority of 

approaches. 
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Figure 13: Proposed classes of segmentation and registration approaches according to the taxonomy developed in this work. 

The segmentation category consists of methods that can be used to solve segmentation problems. The category registration 

classifies methods for registration tasks. Approaches that can be used to solve both problems fall into the category 

regmentation. 

 

evident that a large amount of recently published methods can be used to address both segmentation and registration 

problems. In fact, more articles about regmentation techniques have been published than classical registration 

approaches which shows that regmentation plays a key role in current medical imaging research. 

 

5. APPLICATIONS IN RADIATION ONCOLOGY 

Image segmentation and image registration have innumerable applications in medical imaging including diagnosis, 

disease progression monitoring, therapy planning, simulation, navigation and visualization. 

In radiation oncology image segmentation, registration and regmentation have a particularly high significance during 

radiation treatment planning: 

 Inverse planning requires a precise outline of target organs (e.g. the tumor and in some cases draining lymph 

nodes) and risk organs. Manual contouring is very time consuming especially in regions with many different 

important structures such as the head and neck. Region based or local shape prior based segmentation methods 

can be used to facilitate the delineation of the tumor, whereas voxel atlas based regmentation methods are used 

for the joint automatic delineation of the risk organs (e.g. [90]). 

 In order to incorporate tissue density into the dose computation, the radiation treatment plan must be available 

for a native CT scan. However, this imaging modality has a low soft tissue contrast and thus it is not as suitable 

as for example MRI for organ contouring. Multi modal contouring can exploit the advantages of different 

modalities, but requires an accurate image fusion. This can be achieved by the means of deformable image 

registration. 

 In case an additional radiation treatment plan has to be created for a patient – possibly due to anatomical 

changes – the time consuming creation from scratch can be avoided by transforming the original plan based on 

a deformable image registration of the underlying medical images. This can be regarded as a personalized atlas 

based regmentation. 
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Furthermore, image segmentation and registration methods can be used during the actual radiation treatment. Initially, a 

registration between the patient and the plan is required which can be verified using image guided radiotherapy. 

Advanced technologies such as adaptive radiation therapy can use image segmentation and registration techniques to for 

example track and consider the patient’s anatomical variations due to respiratory motion.  
 

6. CONCLUSION 

In this article, a new shape knowledge driven taxonomy for segmentation and registration algorithms is proposed. The 

taxonomy is based on a continuum between two extremes: purely image based methods and strong shape dependent 

methods. Using this shape driven taxonomy, the following conclusions on segmentation algorithms can be drawn. First, 

the less shape knowledge is incorporated in the segmentation process the more general a certain segmentation algorithm 

can be used. However, the objects to be segmented must exhibit a strong image contrast. Contrary to that, the more 

shape knowledge is incorporated the lesser image contrast is required but also the more specialized a segmentation 

algorithm becomes.  

Following this taxonomy, it also becomes evident that a strong link between segmentation and registration algorithms 

exists. As soon as global prior shape knowledge for a specific object is incorporated in a segmentation method, the same 

method can also be used for registration of images showing the object. In the current survey literature, such methods 

would be either classified as segmentation or registration algorithms depending on the scope of the work. We therefore 

propose a new category of algorithms for resolving this ambiguity. It is called regmentation. As a result, three 

disjunctive groups are built: pure segmentation methods, pure registration methods and regmentation algorithms. Based 

on a comprehensive state of the art literature study, we show that 29% of all scientific papers in the classical scope of 

image segmentation and registration can be classified as regmentation methods. This emphasizes the relevance of our 

new view which is intended to be a guideline for better differentiation between methods in this important field when 

applied to medical imaging or oncology problems. 

REFERENCES 

[1] Pal NR, Pal SK A review on image segmentation techniques. Pattern Recognition. 1993;26(9):1277-1294. 

http://www.sciencedirect.com/science/article/pii/003132039390135J 

[2] Mcinerney T, Terzopoulos D. Deformable models in medical image analysis: a survey. Medical Image 

Analysis. 1996;1(2) :91-108. 

http://www.cs.ucla.edu/~dt/papers/mia96/mia96.pdf 

[3] Pham DL, Xu C, Prince JL. A survey of current methods in medical image segmentation. Annual Review of 

Biomedical Engineering, 2000;2:315-338. 

http://www.tecn.upf.es/~afrangi/ibi/CurrentMethodsInImageSegmentation_Phan2000.pdf 

[4] Yoo T. Insight into images. Principles and practice for segmentation, registration and image analysis. A. K. 

Peters Ltd. 2004. 

[5] Hu A, Grossberg B, Mageras C. Survey of recent volumetric medical image segmentation techniques. 

Biomedical Engineering. 2009;321-346. 

http://www.intechopen.com/source/pdfs/8807/InTech-

Survey_of_recent_volumetric_medical_image_segmentation_techniques.pdf 

[6] Zuva T, Olugbara OO, Ojo SO et al. Image segmentation, available techniques, developments and open issues. 

Canadian Journal on Image Processing and Computer Vision 2011;2(3):20-29. 

http://www.ampublisher.com/Mar%202011/IPCV-1103-011-Image-Segmentation-Available-Techniques-

Developments-Open-Issues.pdf 

[7] Maintz J, Viergever M. A survey of medical image registration. Medical Image Analysis 1998;2(1):1-36. 

http://www.sciencedirect.com/science/article/pii/S1361841501800268 

[8] Zitova B. Image registration methods: a survey. Image and Vision Computing 2003;21(11):977-1000. 

http://library.utia.cas.cz/prace/20030125.pdf 

[9] Crum WR, Hartkens T, Hill DLG. Non-rigid image registration: theory and practice. Br J Radiol. 

2004;77(2):140-153. 

http://bjr.birjournals.org/content/77/suppl_2/S140.full.pdf 



 

 
 

Erdt et al.: Regmentation: A New View of Image Segmentation and Registration 19 

 

 doi :10.5166/jroi-4-1-19 

Copyright © 2012 Journal of Radiation Oncology Informatics         ISSN: 1663-618X, J Radiat Oncol Inform 2012;4:1:1-23 

 

[10] Cao H, Wang YP. Segmentation of m-fish images for improved classification of chromosomes with an adaptive 

fuzzy c-means clustering algorithm. Biomedical Imaging: From Nano to Macro, 2011 IEEE International 

Symposium on (2011), 1442 –1445. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5872671&tag=1 

[11] Samaille T, Colliot O, Dormont D, Chupin M. Automatic segmentation of age-related white matter changes on 

flair images: Method and multicentre validation. Biomedical Imaging: From Nano to Macro, 2011 IEEE 

International Symposium on (2011), 2014-2017. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5872807 

[12] Peng Y, Jiang Y, Eisengart L et al. Segmentation of prostatic glands in histology images. Biomedical Imaging: 

From Nano to Macro, 2011 IEEE International Symposium on (2011), 2091-2094. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5872824 

[13] Otsu N. A Threshold Selection Method from Gray-level Histograms. IEEE Transactions on Systems, Man and 

Cybernetics 1979;9(1):62–66. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=4310076 

[14] Liao SP, Sheng Chen T, Choo Chung P. A fast algorithm for multilevel thresholding. Journal of Information 

Science and Engineering 2001;17 :713–727. 

[15] Van Aarle W, Batenburg K, Sijbers J. Optimal threshold selection for segmentation of dense homogeneous 

objects in tomographic reconstructions. Medical Imaging, IEEE Transactions on 2011;30(4):980-989. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5682051 

[16] Yin Z, Bise R, Chen M et al. Cell segmentation in microscopy imagery using a bag of local bayesian classifiers. 

IEEE International Symposium on Biomedical Imaging (2010), 125-128. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5490399 

[17] Yin Z, Li K, Kanade T, Chen M. Understanding the optics to aid microscopy image segmentation. International 

Conference on Medical Image Computing and Computer Assisted Intervention MICCAI (2010), 209-217. 

[18] Zhang S, Huang J, Metaxas D, Wang W, HUANG X. Discriminative sparse representations for cervigram 

image segmentation. Biomedical Imaging: From Nano to Macro, IEEE International Symposium on (2010), 

133-136. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5490397 

[19] Beucher S, Meyer F. The Morphological Approach to Segmentation: The Watershed Transformation. 1993, ch. 

12, 433-481. 

[20] Meyer F. Topographic distance and watershed lines. Signal Processing. 1994;38(1):113-125. 

[21] Canny J. A computational approach to edge detection. Pattern Analysis and Machine Intelligence, IEEE 

Transactions on1986;8(6):679-698. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=4767851 

[22] Sato Y, Nakajima S, Atsumi H et al. 3d multiscale line filter for segmentation and visualization of curvilinear 

structures in medical images. CVRMed-MRCAS. 1997;1205:213-222. 

http://www.springerlink.com/content/d8752l41j884u249/ 

[23] Frangi AF, Niessen WJ, Vincken KL et al. Multiscale vessel enhancement filtering. MICCAI (1998), 130-137. 

http://www.springerlink.com/content/a57784628587870p/ 

[24] Manniesing R, Viergever MA, Niessen WJ. Vessel enhancing diffusion: A scale space representation of vessel 

structures. Medical Image Analysis. 2006;10:815-825. 

http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.124.2131 

[25] Kaftan JN, Kiraly AP, Erdt M et al. Fuzzy pulmonary vessel segmentation using optimized vessel enhancement 

filtering. First International Workshop on Pulmonary Image Analysis (2008), 233-242. 

[26] Koehler H, Couprie M, Bouattour S et al. Extraction and analysis of coronary tree from single x-ray 

angiographies. SPIE Medical Imaging: Visualization, Image-Guided Procedures, and Display (2004), 810-819. 

[27] Erdt M, Raspe M, Suehling M. Automatic hepatic vessel segmentation using graphics hardware. Medical 

Imaging and Augmented Reality (2008), 403-412. 

http://publica.fraunhofer.de/documents/N-83043.html 

[28] Quellec G, Russell S, Abra’andmoff M. Optimal filter framework for automated, instantaneous detection of 

lesions in retinal images. Medical Imaging, IEEE Transactions on. 2011;30(2):523 –533. 

http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=05606203 



 

 
 

Erdt et al.: Regmentation: A New View of Image Segmentation and Registration 20 

 

 doi :10.5166/jroi-4-1-19 

Copyright © 2012 Journal of Radiation Oncology Informatics         ISSN: 1663-618X, J Radiat Oncol Inform 2012;4:1:1-23 

 

[29] Messay T, Hardie RC, Rogers SK. A new computationally efficient cad system for pulmonary nodule detection 

in ct imagery. Medical Image Analysis. 2010;14(3):390-406. 

http://www.sciencedirect.com/science/article/pii/S1361841510000198 

[30] Xu X, Niemeijer M, Song Q et al. Vessel boundary delineation on fundus images using graph-based approach. 

Medical Imaging, IEEE Transactions on. 2011;30(6):1184 -1191. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5680652 

[31] Samaille T, Colliot O, Dormont D. Automatic segmentation of age-related white matter changes on flair 

images: Method and multicentre validation. Biomedical Imaging: From Nano to Macro, IEEE International 

Symposium on (2011), 2014-2017. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5872807 

[32] Wang H, Suh JW, Das S et al. Hippocampus segmentation using a stable maximum likelihood classifier 

ensemble algorithm. In Biomedical Imaging: From Nano to Macro, IEEE International Symposium on (2011), 

2036-2040. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5872812 

[33] Jurrus E, Paiva ARC, Watanabe S et al. Detection of neuron membranes in electron microscopy images using a 

serial neural network architecture. Medical Image Analysis. 2010;14(6):770-783. 

http://www.sci.utah.edu/~arpaiva/pubs/2010k.pdf 

[34] Terzopoulos D, Fleischer K. Deformable models. The Visual Computer 1988;4(6):306-331. 

[35] Mcinerney T, Terzopoulos D. Deformable models in medical image analysis: a survey. Medical Image Analysis 

1996;1(2):91-108. 

http://www.cs.ucla.edu/~dt/papers/mia96/mia96.pdf 

[36] Muralidhar G, Bovik A, Giese J et al. Snakules: A model-based active contour algorithm for the annotation of 

spicules on mammography. Medical Imaging, IEEE Transactions on. 2010;29(10):1768-1780. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5482212 

[37] Wang Y, Narayanaswamy A, Roysam B. Novel 4-d open-curve active contour and curve completion approach 

for automated tree structure extraction. Computer Vision and Pattern Recognition (CVPR), IEEE Conference 

on (2011), 1105-1112. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5995620 

[38] Sørensen T, Østergaard NK, Christoffersen C et al. Active contours in optical flow fields for image sequence 

segmentation. Biomedical Imaging: From Nano to Macro, IEEE International Symposium on (2010), 916-919. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5490136 

[39] Greig D, Porteous B, Seheult A. Exact maximum a posteriori estimation for binary images. Royal Journal on 

Statistical Society. 1989;51(2):271-279. 

http://www.maia.ub.es/~cerquide/research/GraphicalModelsForVolumeSegmentation/GraphCuts/Exact%20Ma

ximum%20A%20Posteriori%20Estimation%20for%20Binary%20Images.pdf 

[40] Freiman M, Kronman A, Esses SJ et al. Non-parametric iterative model constraint graph min-cut for automatic 

kidney segmentation. Medical image computing and computer-assisted intervention MICCAI (2010), 73-80. 

http://www.cs.huji.ac.il/~freiman/files/publications/conf/miccai10.pdf 

[41] Egger J, Bauer M, Kuhnt D et al. Nuggetcut: A segmentation scheme for spherically- and elliptically-shaped 3d 

objects. Pattern Recognition (2010), 373-382. 

http://www.springerlink.com/content/e466543l08k3wm76 

[42] Schneider R, Perrin D, Vasilyev N et al. Mitral annulus segmentation from 3d ultrasound using graph cuts. 

Medical Imaging, IEEE Transactions on. 2010;29(9):1676-1687. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5487412 

[43] Ababneh SY, Prescott JW, Gurcan MN. Automatic graph-cut based segmentation of bones from knee magnetic 

resonance images for osteoarthritis research. Medical Image Analysis. 2011;15(4):438-448. 

http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3131695 

[44] Karimaghaloo Z, Shah M, Francis S et al. Detection of gad-enhancing lesions in multiple sclerosis using 

conditional random fields. Medical Image Computing and Computer-Assisted Intervention MICCAI (2010), 

41-48. 

http://www.springerlink.com/content/p60301g774u30434 

[45] Xu J, Monaco J, Madabhushi A. Markov random field driven region-based active contour model (maracel): 

Application to medical image segmentation. Medical Image Computing and Computer-Assisted Intervention 



 

 
 

Erdt et al.: Regmentation: A New View of Image Segmentation and Registration 21 

 

 doi :10.5166/jroi-4-1-19 

Copyright © 2012 Journal of Radiation Oncology Informatics         ISSN: 1663-618X, J Radiat Oncol Inform 2012;4:1:1-23 

 

MICCAI (2010), 197-204. 

http://lcib.rutgers.edu/publications/Jun/MICCAI2010.pdf 

[46] Barbu A, Suehling M, Xu X et al. Automatic detection and segmentation of axillary lymph nodes. In Medical 

Image Computing and Computer-Assisted Intervention MICCAI (2010), 28-36. 

http://stat.fsu.edu/~abarbu/papers/LymphNodesFinal.pdf 

[47] Firjani A, Elnakib A, Khalifa F et al. A new 3d automatic segmentation framework for accurate segmentation 

of prostate from dce-mri. ISBI (2011), 1476-1479. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5872679 

[48] Wang P, Liao WS, Chen T et al. Graph based interactive detection of curve structures in 2d fluoroscopy. 

Medical Image Computing and Computer-Assisted Intervention MICCAI (2010), 269-277. 

http://www.springerlink.com/content/m68258l180726m4n 

[49] Hamamci A, Unal G, Kucuk N et al. Cellular automata segmentation of brain tumors on post contrast mr 

images. Medical image computing and computer-assisted intervention MICCAI (2010), 137-146. 

http://research.sabanciuniv.edu/15167/1/HamamciUnal2010LNCS6363.pdf 

[50] Song Q, Liu Y, Liu Y et al. Graph search with appearance and shape information for 3-d prostate and bladder 

segmentation. Medical Image Computing and Computer-Assisted Intervention MICCAI (2010), 172-180. 

http://www.springerlink.com/content/u03271484l618755 

[51] Graham M, Gibbs J, Cornish D et al. Robust 3-d airway tree segmentation for image-guided peripheral 

bronchoscopy. Medical Imaging, IEEE Transactions on. 2010;29(4):982 -997. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5437330 

[52] Xu X, Niemeijer M, Song Q et al. Vessel boundary delineation on fundus images using graph-based approach. 

Medical Imaging, IEEE Transactions on. 2011;30(6): 1184-1191. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5680652 

[53] Andrews S, Hamarneh G, Saad A. Fast random walker with priors using precomputation for interactive medical 

image segmentation. Medical image computing and computer-assisted intervention MICCAI (2010), 9-16. 

http://www.cs.sfu.ca/~hamarneh/ecopy/miccai2010b.pdf 

[54] Dzyubachyk O, Van Cappellen W, Essers J et al. Advanced level-set-based cell tracking in time-lapse 

fluorescence microscopy. Medical Imaging, IEEE Transactions on. 2010;29(3):852 -867. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5423293 

[55] Mohan V, Sundaramoorthi G, Tannenbaum A. Tubular surface segmentation for extracting anatomical 

structures from medical imagery. Medical Imaging, IEEE Transactions on. 2010;29(12):1945-1958. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5646396 

[56] Kainmüller D, Lange T, Lamecker H. Shape constrained automatic segmentation of the liver based on a 

heuristic intensity model. MICCAI Workshop 3d Segmentation in the Clinic: A Grand Challenge (2007), 109-

116. 

http://www.zib.de/lamecker/publications/miccai2007.pdf 

[57] Heimann T, Meinzer HP, Wolf I. A statistical deformable model for the segmentation of liver ct volumes. 

MICCAI Workshop on 3d Segmentation in the Clinic: A Grand Challenge (2007), 161-166. 

http://mbi.dkfz-heidelberg.de/mbi/TR/Papers/P19-07.pdf 

[58] Ling H, Zhou S, Zheng Y et al. Hierarchical, learning-based automatic liver segmentation. CVPR (2008), 1-8. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=4587393 

[59] Zhen Y, Barbu A, Georgescu B et al. Fast automatic heart chamber segmentation from 3d ct data using 

marginal space learning and steerable features. Conf. on Computer Vision (ICCV) (2007), 1-8. 

http://comaniciu.net/Papers/HeartSegmentation_ICCV07.pdf 

[60] Ecabert O, Peters J, Schramm H et al. Automatic model-based segmentation of the heart in ct images. IEEE 

Trans. Med. Imaging. 2008;27(9):1189-1201. 

http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=04505365 

[61] Zambal S, Hladuvka J, Bühler K. Improving segmentation of the left ventricle using a two-component 

statistical model. MICCAI (2006), 151-158. 

http://www.springerlink.com/content/04446222q1507132/ 

[62] Costa J, Delingette H, Novellas S et al. Automatic segmentation of bladder and prostate using coupled 3d 

deformable models. MICCAI (2007), 252-260. 

http://www.springerlink.com/content/08316594j16m1587/ 



 

 
 

Erdt et al.: Regmentation: A New View of Image Segmentation and Registration 22 

 

 doi :10.5166/jroi-4-1-19 

Copyright © 2012 Journal of Radiation Oncology Informatics         ISSN: 1663-618X, J Radiat Oncol Inform 2012;4:1:1-23 

 

[63] Song Y, Bulpitt AJ, Brodlie KW. Liver segmentation using automatically defined patient specific b-spline 

surface models. MICCAI (2009), 43-50. 

http://sliver07.isi.uu.nl/results/20090727153929/description.pdf 

[64] Aslan MS, Farag AA, Arnold B et al. Segmentation of vertebrae using level sets with expectation maximization 

algorithm. ISBI (2011), 2010-2013. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5872806 

[65] Chi JW, Brady M, Moore N et al. Segmentation of the bladder wall using coupled level set methods. ISBI 

(2011), 1653-1656. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5872721 

[66] Wimmer A, Soza G, Hornegger J. A generic probabilistic active shape model for organ segmentation. MICCAI 

(2009), 26-33. 

http://www.springerlink.com/content/g12280578425u774/ 

[67] Kohlberger T, Uzunbas MG, Alvino CV et al. Organ segmentation with level sets using local shape and 

appearance priors. MICCAI (2009), 34-42. 

http://www.springerlink.com/content/8623140271560l23/ 

[68] Chi Y, Cashman PMM, Bello F et al. A discussion on the evaluation of a new automatic liver volume 

segmentation method for specified ct image datasets. MICCAI Workshop on 3d Segmentation in the Clinic: A 

Grand Challenge (2007), 167-175. 

http://mbi.dkfz-heidelberg.de/grand-challenge2007/web/p167.pdf 

[69] Furukawa D, Shimizu A, Kobatake H. Automatic liver segmentation method based on maximum a posterior 

probability estimation and level set method. MICCAI Workshop on 3d Segmentation in the Clinic: A Grand 

Challenge (2007), 117-124. 

http://www.sciencedirect.com/science/article/pii/S0730725X10000731 

[70] Barreira N, Penedo MG. Topological active volumes. EURASIP J. Appl. Signal Process. 2005;2005(13):1939-

1947. 

downloads.hindawi.com/.../asp/2005/737820.pdf 

[71] Shen T, Li H, Huang X. Active volume models for medical image segmentation. Medical Imaging, IEEE 

Transactions on. 2011;30(3):774 -791. 

http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=05648357 

[72] DORNHEIM J, SEIM H, PREIM B et al. Segmentation of neck lymph nodes in ct datasets with stable 3d mass-

spring models. In Medical Image Computing and Computer-Assisted Intervention (2006), 904-911. 

http://wwwisg.cs.uni-magdeburg.de/~jana/Publications/Dornheim_Lymphnodes.pdf 

[73] Cootes TF, Hill A, Taylor CJ et al. The use of active shape models for locating structures in medical images. 

IPMI (1993), 33-47. 

http://www.sci.utah.edu/~gerig/CS7960-S2010/handouts/ivc95.pdf 

[74] Cootes T, Taylor C, Cooper D et al. Active shape models - their training and application. Computer Vision and 

Image Understanding. 1995;61(1):38-59. 

http://www.isbe.man.ac.uk/~bim/Papers/cviu95.pdf 

[75] Toth R, Sparks R, Madabhushi A. Medial axis based statistical shape model (massm): Applications to 3d 

prostate segmentation on mri. IEEE International Symposium on Biomedical Imaging (ISBI) (2011), 1463-

1466. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5872676 

[76] Wang L, Kohnen M, Friman O et al. Fast automated segmentation of femoral heads in fluoroscopic x-ray 

images. IEEE International Symposium on Biomedical Imaging (ISBI) (2011), 984-988. 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5872567 

[77] Commowick O, Malandain G. Evaluation of atlas construction strategies in the context of radiotherapy 

planning. SA2PM Workshop (From Statistical Atlases to Personalized Models) (2006). 

http://olivier.commowick.org/articles/CommowickMiccai2006.pdf 

[78] Commowick O, Grégoire V, Malandain G. Atlas-based delineation of lymph node levels in head and neck 

computed tomography images. Radiotherapy Oncology. 2008;87(2):281-289. 

http://olivier.commowick.org/articles/CommowickRO2008.pdf 

[79] Blezek D., Miller J.: Atlas stratification. Medical Image Analysis. 2007;11(5):443-457. 

http://www.na-mic.org/Wiki/images/7/78/AtlasStratification.pdf 



 

 
 

Erdt et al.: Regmentation: A New View of Image Segmentation and Registration 23 

 

 doi :10.5166/jroi-4-1-19 

Copyright © 2012 Journal of Radiation Oncology Informatics         ISSN: 1663-618X, J Radiat Oncol Inform 2012;4:1:1-23 

 

[80] Commowick O, Malandain G. Efficient selection of the most similar image in a database for critical structures 

segmentation. In Medical Image Computing and Computer-Assisted Intervention MICCAI (2007), 203-210. 

http://www.springerlink.com/content/l0k854260xq12446/ 

[81] Wu M, Rosano C, Lopez-Garcia P et al. Optimum template selection for atlas-based segmentation. 

NeuroImage. 2007;34(4):1612-1618. 

http://psiquiatriapilarlopez.com/pdf/k.pdf 

[82] Aljabar P, Heckemann R, Hammers A et al. Multi-atlas based segmentation of brain images: Atlas selection and 

its effect on accuracy. NeuroImage. 2009;46(3):726 -738. 

http://www.sciencedirect.com/science/article/pii/S1053811909001554 

[83] Sims R, Isambert A, Grégoire V et al. A pre-clinical assessment of an atlas-based automatic segmentation tool 

for the head and neck. Radiotherapy Oncology. 2009;93(3):474-478. 

http://www.sciencedirect.com/science/article/pii/S0167814009004496 

[84] Isambert A, Dhermain F, Bidault F et al. Evaluation of an atlas-based automatic segmentation software for the 

delineation of brain organs at risk in a radiation therapy clinical context. Radiotherapy Oncology. 2008;87(1): 

93-99. 

http://www.sciencedirect.com/science/article/pii/S0167814007006263 

[85] Ramus L, Commowick O, Malandain G. Construction of patient specific atlases from locally most similar 

anatomical pieces. Medical Image Computing and Computer-Assisted Intervention MICCAI (2010), 155-162. 

http://www-sop.inria.fr/asclepios/Publications/Liliane.Ramus/miccai10_lramus.pdf 

[86] Gao Y, Tannenbaum A. Combining atlas and active contour for automatic 3d medical image segmentation. 

Biomedical Imaging: From Nano to Macro, 2011 IEEE International Symposium on (2011), 1401-1404. 

http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=05872662 

[87] Liu D, Yu J. Otsu method and K-means. Hybrid Intelligent Systems, IEEE Ninth International Conference on 

(2009), 344-349 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5254345 

[88] Beucher S, Meyer F. The morphological approach to segmentation: the watershed transformation. Mathematical 

Morphology in Image Processing. 1993;34:433-481. 

[89] Horowitz SL, Paylidis T. Picture Segmentation by a Directed Split and Merge Procedure. ICPR (1974), 424-

433. 

[90] Ramus L, Malandain G. Multi-atlas based segmentation: application to the head and neck region for 

radiotherapy planning. MICCAI Workshop Medical Image Analysis for the Clinic - A Grand Challenge (2010), 

281-288. 

http://www-sop.inria.fr/asclepios/Publications/Liliane.Ramus/miccai10_segmentationchallenge_lramus.pdf 

 




